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he Multicore Era

»The dominance of Multicore Machines necessitate
the development of efficient parallel software.

» Parallelism may be inefficient due to
synchronization costs of parts that cannot be
parallelized.

low cost.




The cost of Synchronization

Synchronization requests (e.g. accesses to the same shared data) must be
executed in mutual exclusion.

» Best time to execute m such requests = time required by a single thread to execute
them, sequentially, sidestepping the synchronization protocol.

Ideally:

»One thread undertakes the task to execute all m synchronization requests.

»The rest of the threads execute only their local workload.
In practice:

¢ This is never the case: contention effects may have a drastic impact in performance.



The Basics of the Combining
Technique

List of synchronization requests
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»Combining technique significantly enhances the performance.
»Each thread announces its operation by appending a node in the list.

» A thread attempts to become a combiner and serve, in addition to its own
request, active requests by other threads.

» A thread that wants to perform a synchronization operation:

1. It announces its requests,
2. either try to become the combiner (not always “successfully”)

3. or perform local spinning until the combiner performs their requests.

»The combiner applies, in addition to its operation, other announced operations
before releasing the lock.
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Why performance
IS so low

compared to
ideal?




Why performance is so low
compared to ideal?

»For announcing requests:

1. At least one cache line is
invalidated.

» For serving requests:

2. A cache miss is caused to the
combiner for reading a request and its
arguments.

3. Combiner causes at least one cache
line invalidation for waking up each
requesting thread.
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Is it possible to
further improve
the performance?




Our Contribution |

» Osci enables batching on a single node, the synchronization requests initiated by
multiple threads running on the same core.

» A fat node contains more than one requests and is appended to the list by performing
just a single expensive atomic operation.

1. More requests are announced with less remote cache line invalidations.

2. With a single cache miss, combiner efficiently applies more than one requests.

3. More than one requesting threads wake up with one cache line invalidation.

4. Processor's prefetcher handles the reading of announced requests more efficiently.

v" When OSCI is combined with cheap context switching (i.e. user-level threads) performs
extremely well.
v" It outperforms by far all previous state-of-the-art synchronization algorithms.



Our Contribution |

We discuss PSimX, a simple variant of PSim with highly upgraded performance.
» It ensures wait-freedom.

» Its performance is much closer to the ideal than that of PSim.
» Based on PSimX, it is straightforward to implement useful complex primitives
(e.g. CAS on multiple words, etc.) in a wait-free manner, at a very low cost.

We built concurrent queues based on OSCI and PSimX which outperform all
state-of-the-art concurrent queue implementations.

We built concurrent stacks based on OSCI and PSimX which outperform all
state-of-the-art concurrent stack implementations.
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The OSCI Synchronization
Technigue — Requesters’ side




'he OSCI Synchronization
‘echnique — Combiner’s side
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Performance Evaluation |
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Performance Evaluation Il
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Concurrent Stacks based on Osci and PSimX outperform:  *°]
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Performance Ana\ysis
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» Osci spends the lowest amount of cache misses per operation.
»The cpu cycles spent in backend stalls per operation are the lowest.
» Osci achieves the highest combining degree.

»PSimX also spends a low amount of cache misses per operation and achieves high
combining degree.
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